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ABSTRACT
For women in the U.S. breast cancer is the most commonly 
diagnosed cancer besides skin cancer and has become one of the 
major health issues in recent decades. Early detection through 
screening is one of key factors to reduce the death rates. The 
strong correlation between abnormality of breast tissues presented 
in mammograms and breast cancer shows that radiologists could 
benefit from Computer-Aided Diagnosis (CAD) systems with 
abilities of automated breast tissueclassification. This paper 
reviews recent advances in classification technologies of breast 
tissues. The major contribution of this paper is thatwe 
extensivelydiscuss recent breast tissue classification 
technologiesandcomparethree different types of approaches.
According to our survey, we found that machine learning 
approaches could be chosen as anappropriate classification 
technology for a CAD system,considering efficiency and 
compatibility. 

Categories and Subject Descriptors
A.1 [INTRODUCTORY AND SURVEY]: a survey of 
automated classification of breast tissues in mammograms.

General Terms
Algorithms, Performance. 

Keywords
Breast cancer, computer-aided diagnosis system, classification of 
breast tissues. 

1. INTRODUCTION 
For women in the U.S. breast cancer death rates are higher than 
those for any other cancer besides lung cancer [1]. About 1 in 8 
women in the United States (i.e.12%) develop invasive breast 
cancer over the course of their lifetime. According to an 
estimation study in 2010, a total of 207,090 new cases of invasive 
breast cancer were expected to be diagnosed in women in the U.S., 
along with 54,010 new cases of non-invasive (in situ) breast 
cancer. About 39,840 women in the U.S. were expected to die in 

2010 from breast cancer, though death rates have been decreasing 
since 1990. These decreases are deemed to be the result of 
treatment advances, earlier detection through screening, and 
increased awareness. 
Diagnostic Mammograms can be used to check breast cancer after 
a lump or other disease symptomshave been found. Signs of 
breast cancer include pain, skin thickening, nipple discharge, or a 
change in breast size or shape [2]. It is well known that there is a 
strong correlation between breast cancer and abnormalities of 
breast tissues presented in mammograms. It is valuable if a CAD 
system could classify the breast tissues into regions of 
interest(ROIs), such as calcifications, macro-calcifications, cysts 
and fibroadenomas. Thus, radiologists could benefit from CAD 
systems with abilities of automated classification of breast tissues. 
These systems act as anassistant, and the final decision is made by 
the radiologist [3]. CAD systems have been shown to improve 
radiologists’ accuracy of diagnosis of breast cancer in previous 
studies [4-7].   
The low contrast of mammograms makes it difficult for 
radiologists to detect the breast cancer. Diagnoses based on 
mammograms have been shown to have a high rate of false 
positives (identify normal breast changes as potential cancers) as 
well as false negatives (a true abnormality was not detected) [8-9]. 
To measure the performance of a diagnostic system, sensitivity 
and specificity indices are widely used which are defined as 
follows, respectively [10]: 
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where TP is for true positive, FN for false negative, TN for true 
negative and FP for false positive. Receiver operating characteri-
stic (ROC) analysis is a well-accepted method of evaluation for 
detection tasks. The area under the curve, usually referred as the 
Az index, is an accepted way of evaluating diagnostic performan-
ce. A ROC curve with an Az of 1.0 means perfect diagnostic acc-
uracy.  
Breast cancer is difficult to diagnose by examining mammograms, 
even for radiologists. CAD systems strive to emulate the process 
of radiologists discriminating between benign and malignant 
breast tissues. Generally speaking, there are three categories of 
approaches to classify breast tissues: texture feature analysis, 
statistical modeling, and machine learning. Usually, machine 
learning approaches are based on the other two approaches.  
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There are already several papers in theliterature that have 
reviewed classification technologies, such as [11] and [12]. This 
paper extends them to recent advances,but focuses on breast tissue 
classification only. Through the comparison of three types of 
approaches, we try to find out an appropriate choice for CAD 
systems. The organization of the rest of this paper is as follows. 
Section 2 discusses classification of breast tissues using approa-
ches mentioned. Discussion about the classification issues and 
future works will be included in Section 3. 

2. BREAST TISSUE CLASSIFICATION 
2.1 Texture feature analysis 
Approaches based on texture feature analysis typically analyze the 
instinct characteristics of texture features extracted from regions 
of interest (ROIs) to classify ROIs into well-known knowledge 
categories. Measures of the skewness of the image brightness 
histogram, and measures of image texture characterized by the 
fractal dimension were investigated by Byng et al. [13] to analyze 
film-screen mammograms. Both measures were found to be 
strongly correlated with radiologists' subjective classifications of 
mammographic parenchyma (Spearman correlation coefficients, 
Rs = -0.88 and -0.76 for skewness and fractal dimension 
measurements, respectively).  Wavelet transform was investigated 
by Docusse et al. [14] to classify microcalcification borders and 
the results showed Symmlets wavelet family presented the best 
results with a 94% efficacy in their tests, and a curvelet transform 
based texture analysis was presented by Eltoukhy et al. [15] for 
the classification of tissues. A discrimination of breast density 
implemented by Bovis and Singh [16] was based on the 
underlying texture contained within the breast tissue apparent on a 
digital mammogram and realized by utilizing four approaches to 
quantify the texture. The testing data set was split into four 
categories: (a) predominantly fat; (b) fat with some fibroglandular 
tissue; (c) heterogeneously dense; (d) extremely dense. To 
discriminate lesions from normal tissues characteristics such as 
intensity, contrast, isodensity, location and texturewere defined 
and tested by Brake et al. in [17].Oliver et al. [18] segmented the 
breast area into fatty versus dense mammo-graphic tissue, 
extracted morphological and texture features from the segmented 
breast areas and then used a Bayesian combination of a number of 
classifiers. The evaluation showed a strong correlation (κ = 0.81 
and 0.67 for the two different data sets) between automatic and 
expert-based Breast Imaging Report and Data System (BIRADS) 
mammographic density assessment. Wei et al. [19] investigated a 
linear discriminant classifier using the multi-resolution texture 
features to effectively classify masses from normal tissue on 
mammograms. With texture features based on the wavelet 
coefficients and variable distances, the average area, Az, under the 
ROC curve, reached 0.89 and 0.86 for the training and test groups, 
respectively. Wei et al. [20] also investigated the application of 
multi-resolution global and local texture features to reduce false-
positive detection in a computerized mass detection program.The 
results of that investigation indicated the effectiveness of the 
combined global and local features in the classification of masses 
and normal tissue for false-positive reduction. With both global 
and local features, the area,Az, under the test ROC curve, reached 
0.92 for the manual dataset and 0.96 for the hybrid dataset, 
demonstrating statistically significant improvement over those 
obtained with global or local features alone. Saidinet al. [21] 
applied graph cut technologies to segment a mammogram into 
different mammographic densities and extended their work using 

seed based region growing techniques in [22] to evaluate the 
graph cut techniques in the segmentation of the mammogram. 
Panchalet al. [23] used grey-level based image features and BI-
RADS lesion descriptors along with patient age and a subtlety 
value (radiologists' interpretation) for the reliable classification of 
calcification and mass type breast abnormalities into malignant 
and benign classes. 

2.2 Statistical modeling 
To identify different types of breast tissues, statistical appearance 
of ROIs’ features could be a candidate measurement. A 
commonly employed statistical model is Linear Discriminant 
Analysis (LDA). Stepwise feature selection and LDA were 
applied by Li et al. [24] to identify features that differentiate 
between the low-risk women and the BRCA1/BRCA2 gene-
mutation carriers.Their extended study showed that computerized 
texture analysis of mammograms provided radiographic 
descriptors of mammographic parenchymal patterns [25]. The 
computer-extracted features may be useful for identifying women 
at high risk for breast cancer and for monitoring the treatment of 
breast cancer patients. As an alternative to LDA, an approach 
based on generalized additive models (GAMs) was introduced by 
Ladoet al. [26] to deal with a broad variety of variables and to 
reduce the number of false detections. The results showed the 
GAMs approach had better performance than LDAs.  
Petroudiet al. [27] presented a statistical approach for breast 
parenchymal patternclassification. The proposed scheme uses 
texture models to capture the mammographic appearance within 
the breast area: parenchymal density patterns are modeled as a 
statistical distribution of clustered, rotationally invariant filter 
responses in a low dimensional space. A physical model of image 
acquisition was presented by Engelandet al. [28] to determine the 
thickness of dense tissue mapping to a pixel for estimation of 
dense breast tissue volume from mammograms obtained with full-
field digital mammography (FFDM). Miller and Astley [29] 
performed a series of experiments investigating the use of 
granulometry and texture energy to classify breast tissue. Results 
of automatic classifications were compared with a consensus 
annotation provided by two expert breast radiologists. For a set of 
40 mammograms, a correct classification rate of 80% was 
achieved using texture energy analysis. Gong et al. [30] 
subsequently showed that textures canbe classified using the joint 
distribution of intensity values over extremely compact 
neighborhoods and combined the so-called image patch method 
with a HMRF (Hidden Markov Random Field) to achieve 
mammogram texture classification and segmentation. Ferrari et al.
[31] presented a Gaussian mixture modeling for the segmentation 
of the fibro-glandular disc in mammograms based upon a 
statistical model of breast density. The density function of the 
model was represented by a mixture of up to four weighted 
Gaussians, each one corresponding to a specific density class in 
the breast. An example is shown in Figure 1. Aylwardet al. [32] 
devised a mammogram modeling system which segmented the 
five major components of a mammogram:  background, 
uncompressed-fat, fat, dense, and muscle. Via segmentation, the 
corresponding variations are isolated. Automated algorithms can 
consider the components independently or adapt their parameters 
based on component-specific statistics. After constructing a finite 
generalized Gaussian mixture (FGGM) model, Selvanet al. [33] 
proposed a heuristic optimization approach to estimate the model 
parameter set more accurately by particle swarm optimization 
(PSO) and evolutionary programming (EP) techniques. 
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Figure 1. (a) Breast contour and pectoral muscle edge 
superimposed on original image mdb042. (b) Image 
histogram of effective area of mammogram and mixture of 
Gaussian components. ( )Image histogram; ( )
uncompressed fat; ( )fat; ( )non-uniform density; 
( ) high density; (---) mixture summation. (c) Four-level 
image resulting from EM algorithm. (d) Fibro-glandular 
disc obtained after thresholding[31].

2.3 Machine learning 
As there are many mammograms, technologies which can utilize 
huge amounts of data are attracting researchers from other 
fields.Since a machine learner can take advantage of examples to 
capture unknown underlying characteristics, classification 
techniques based on machine learning are very popular currently.
Machine learning classifiers aim to automatically learn to 
recognize complex patterns and classify data intelligently. 
However, the performance of different machine learning methods 
may vary. Wei et al. [34] demonstrated that the kernel based 
methods (i.e., SVM (support vector machine), KFD (kernel Fisher 
discriminant), and RVM (relevance vector machine)) yielded the 
best performance, outperforming that of FFNN (feed forward 
neural network) and AdaBoost (Figure 2). Furthermore, these 
methods were also computationally advantageous both in training 
and in testing. A SVM classifier based on features extracted by 
dual-tree complex wavelet transform (DT CWT) was proposed by 
Tirtajayaet al. [35], however, they believed other approaches 
would show better performance. To improve the classification rate 
of SVM, Dheebaet al. [36] suggested taking Law's texture energy 
measures from the image ROIs. Petroudi and Brady [37] 
described an algorithm to segment mammographic images into 
regions corresponding to different densities. The breast 
parenchymal segmentation adopted information extracted for 
statistical texture based classification, which was incorporated 
into multi-vector Markov Random Fields.  Aconvolution neural 
network (CNN) was proposed for the discrimination by Sahineret 
al. in [38]. With the best combination of CNN architecture and 

texture feature parameters, the area under the test ROC curve 
reached 0.87, which corresponded to a true-positive fraction of 

90% at a false positive fraction of 31%. Their results 
demonstrated the feasibility of using a CNN for classification of 
masses and normal tissue on mammograms. An approach for mass 
classification in digital mammograms based on contourlet texture 
features and support-vector-based fuzzy neural network (SVFNN) 
classifier was presented in [39]. Each mammogram was 
segmented into regions of interest and features were extracted in 
frequency domain by contourlet coefficients. Kupinskiet al. [40] 
developed a regularized neural network for breast tissues 
classification. They extracted geometry intensity and the gradients 
of potential lesion features. The effectiveness of regularization 
was evaluated as a technique to minimize over-training in the 
paper. Baydushet al. [41] investigated the use of the 
subregionHotelling observer for the basis of a computer aided 
detection scheme for masses inmammography. A total of 255 
features were generated and narrowed down to a reduced subset of 
37 features, whichwere then analyzed using a linear discriminant 
(LD). Preliminary results suggested that using subregionHotelling 
observers in combination with LDs could provide a strong 
backbone for a CAD scheme to help radiologists with detection. 
The empirical results of Normwave (normalized weighted average) 
algorithm, proposed by Wu et al. [42], showed the algorithm may 
improve the performance of the RBF-based (Radial Basis 
Function) multiple classifier system, and also 
reliablyoutperformed some widely used fusion methods, in 
particular the simple average and adaptive mixture of experts. 
Karahaliouet al. [43] investigated texture properties of the tissue 
surrounding microcalcification (MC) clusters and employed a 
probabilistic neural network to differentiate malignant from 
benign tissue. The majority voting rule based scheme achieved a 
high Az value of 0.989.  Dheebaet al. [44] used Gabor features 
extracted from the image ROIs as input to the supervised Radial 
Basis Function Neural Networks (RBFNN) to determine the given 
ROI was cancer tissue or not and the result showed the scheme 
had a sensitivity of 85.2%. 

3. DISCUSSION 
The procedure radiologists use to diagnose breast cancer by 
mammograms is very complicated and is based on experience. It 
is difficult to simulate the procedure due to the many variants.  
Researchers have devoted major efforts to automated 
classification of breast tissues for more than 20 years and have 
made remarkable achievements.  

Figure 2. Classification results obtained with different 
classifier models [34].
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Table 1. Performances of typical classification methods

Category Method Performance

Texture Feature 
analysis

Wavlet Transform [14] efficacy = 94% using Symmlets wavelet 
family

Curvelet transform [15] 91.68% average successful classification rate
Multi-resolution texture features [19] Az = 0.86

Multi-resolution global and local texture 
features [20] Az = 0.96

Statistical modeling

LDA [26] Az = 0.86
Sensitivity = 0.8052

GAM [26] Az = 0.906
Sensitivity = 0.8312

MR8 filter bank [27] accuracy = 91% for BI-RADS I
accuracy = 78% for BI-RADS IV

Gaussian mixture modeling [31]
81% of cases satisfactory agreement of 
evaluation result between expert radiologists 
and proposed procedure

Machine learning

SVM based on DT CWT [35] overall accuracy = 88.64%

SVM based on Law's texture energy 
measures [36] Sensitivity = 0.861
CNN [38] Az = 0.87
RBFNN [44] Sensitivity = 0.852

As classification technologies play an important role in CAD 
systems, accuracy, efficiency, stability and scalability are the 
prominent measures of these technologies. Normally, accuracy of 
classification depends on accuracy of mammographic feature 
extraction. Deriving a compact quantitative description is one of 
the major objectives of texture feature analysis. The efficiency of 
these approaches can benefit from compactness of feature 
descriptions. However,with compactness, there is also the 
possibility of losing some significant information,which would 
affect the sensitivity or specificity. Thusthe performance of 
texture feature analysis approaches may vary when applied in 
different circumstances. Statistics modeling tries to build one or 
more statistical models to interpret and simulate mammographic 
features, and these models may carry the risk of over fitting. 
Over-fittingcouldbe a major factor in loweringthe classification 
sensitivity. Therefore, selection of analytical techniques and 
verification of hypothesis are crucial and should be 
carefullydesigned in statistical modeling. Machine learning 
techniques are outperforming most other approaches.  This, 
combined with the need to overcome shortages of conventional 
techniques, is attracting more researchers’ attention. As shown in 
Table 1, texture feature analysis approaches can achieve a 
satisfactory sensitivity when the approaches are tested in 
particular datasets, such as an efficacy of 94% made by wavelet 
transform [14]. In the meantime, statistical models demonstrate 
their performancecompetitively even in general cases, e.g.  MR8 
[27] and Gaussian mixture modeling [31]. Instead ofdirectly 
analyzing specific characteristicsof image features, machine 
learning approaches usually aim to find intrinsic dependencies 
among these features and learn from existing examples to retrieve 

an accurate discrimination.It has been demonstrated that machine 
learning approaches can generate powerful classifiers. Compared 
to the other two approaches, machine learning methods usually 
achieve similarcapacity and gain morescalability and 
stability.However, accuracy of machine learning approaches 
depends on the quality of training data. This is because machine 
learning algorithms are usually data driven. A poor, obscured 
training dataset would not lead to a proper validation. Furthermore, 
complicated theories and algorithms are usually involved in a 
machine learning method, which means a large amount of 
computation cannot be avoided and the complexity of CAD 
systems may increase dramatically. As a result, it is important for 
researchers to find more efficient, reliable and scalablemethods to 
develop CAD systems in future research. 

4. CONCLUSION 
As discussed in this paper, different categories of classification 
technologieshave different advantages and disadvantages. Texture 
feature analysis approaches are sensitive to different mammogram 
machines, and statistics modeling could be inaccurate in some 
specific situations. With little or no loss of performance compared 
to the other two approaches, machine learning approaches take the 
advantage of its compatibility to make it more feasible to develop 
a universal CAD system.
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